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Abstract. Gene-expression microarrays measure 
simultaneously the expression of thousands of 
genes and are nowadays widely used in genomic 
research. The aim of this paper is to give a brief 
overview of the objectives of microarray gene-
expression experiments and to describe some 
statistical issues related to study design and data 
preprocessing. Quality control, normalization, 
replication, validation and use of pooling of 
independent samples will be discussed. 
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Introduction 

Gene-expression microarrays measure 
simultaneously the expression of thousands of 
genes and are nowadays widely used in biomedical 
research to pursue many different objectives.  

Microarrays have been used since the end of the 
90's.1,2 Since then, it has become clear that 
adequate statistical methods play a crucial role in 
maximizing the potentials of this rapidly evolving 
field.  

In early microarray studies statistics was often 
misused or not used at all, and this sometimes 
resulted in scientific contributions that presented 
results that were unreliable and not 
reproducible.3-5 

At the same time, thanks to the extensive use of 
microarrays in biomedical research, novel 
statistical methods were developed while many old 
statistical methods and principles gained new 
popularity. 

The aim of this paper is to give a brief overview of 
the objectives of microarray gene-expression 
experiments and to describe some statistical issues 
related to study design and data preprocessing. 
Quality control, normalization, replication, 
validation and use of pooling of independent 
samples will be disussed. Specific methods for data 
analysis have been discussed elsewhere6,7 and will 
not be covered here. 

Objectives and characteristics 
of gene expression microarray 
experiments 

Most of the objectives of gene-expression 
microarray experiments can be categorized in 
three broad classes 

• class discovery objectives: when the aim is to 
discover previously unknown subgroups of 
genes or subjects that are homogeneous in 

their gene expression (for example, Perou et 
al.8 proposed a molecular classification of 
breast cancer identifying different subtypes 
with distinct gene expression profiles); 

• class comparison objectives: when the aim is 
to compare two or more classes (phenotypes or 
experimental conditions) in terms of gene 
expression, identifying genes that are 
differentially expressed between them (for 
example, Hedenfalk et al.9 compared 
expression profiles of sporadic breast cancers 
and of breast cancer tumors with mutations in 
BRCA1 and BRCA2 genes, and identified the 
genes that were differentially expressed 
between the three groups); class comparison 
can be seen as a special case of all those 
problems in which it is of interest to evaluate 
the association of gene expression with other 
variables such as, for example, expression 
levels of a biological marker, size of the tumor, 
survival time; 

• class prediction objectives: when the aim is 
to develop classifiers based on expression 
profiles that predict an outcome (for example, 
van’t Veer et al.10 developed a predictor based 
on the expression of 70 genes to predict the 
relapse of breast cancer within 5 years after 
surgical treatment). 

It is not uncommon for microarray experiments to 
pursue more than one of these aims at the same 
time. 

From a statistical point of view, the most 
important peculiarity of microarray experiments is 
the large number of variables (genes) being 
measured for each subject. On the other hand, in 
most experiments the sample size (the number of 
subjects) is still very small. This is known as the 
“large p, small n” problem,11 where p is the number 
of measured variables and n the sample size; due to 
this characteristic, the straightforward application 
of standard statistical procedures for data analysis 
of microarray experiments can be problematic.  
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The most dangerous consequence of the “large p, 
small n” problem in class comparison experiments 
is the so called multiple testing problem. 
Differentially expressed genes between the classes 
are generally identified performing hypothesis 
testing gene by gene. In order to control for false 
discoveries, several multiple testing procedures, 
which control in different ways for false 
discoveries, are available and should be used.12-14,6,7 

Another consequence of the “large p, small n” 
problem is the possibility of easily overfitting data 
when constructing class predictors using gene 
expression data. Therefore, when independent 
data are not available for external validation, the 
performance of the predictor has to be properly 
evaluated using cross-validation or bootstrap 
techniques.4,6,7  

Study designStudy design

Carrying out the Carrying out the 
experimentexperiment

Sample preparation
Hybridization

Image analysis

Data Data 
preprocessingpreprocessing

Quality control
Normalization

Data analysisData analysis
Class comparison
Class prediction
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Interpretation of Interpretation of 
the resultsthe results

 

Figure 1 Schematic of the steps of a microarray 
experiment. 

The use of appropriate statistical methods is 
important in all steps of a microarray experiment, 

starting from the experimental design. Figure 1 
gives a schematic of the steps of a microarray 
experiment, which include: study design, carrying 
out of the experiment, quality control, 
normalization, data analysis and interpretation of 
the results. It can be noted that after the 
experiment has been carried out, an additional 
step is generally required before data analysis.  

Preprocessing of the data 

Quality control and normalization steps are 
sometimes referred to as preprocessing of the data 
and they differ substantially between one-channel 
(Affymetrix Gene Chips ®) and two-channel 
arrays (two-color cDNA arrays or long 
oligonucleotide arrays). The reason is related to 
the many differences between these arrays: the 
way in which gene expression is measured, the 
sources of systematic biases, the way image analysis 
is performed, with different algorithms and 
different outputs. 15 

Even within the same type of arrays usually there 
is no general agreement on which method should 
be used for the preprocessing of the data: many 
alternatives exist and some of these problems are 
topics of active statistical research16-19. Although 
the Affymetrix proprietary software includes a 
program for the preprocessing of GeneChips,20 
many ad hoc methods were independently 
developed for this aim, which generally perform 
better than the original method. 18 

With the quality control step, genes or samples 
that were not measured reliably are removed from 
the analysis. Since microarray data are normally 
very noisy, usually this step reduces greatly the 
number of genes that are eventually used in the 
analysis. A lot of useful information on the quality 
of the measurements can be derived from visual 
inspection of the images and from image analysis 
outputs. Generally, small spots, spots with relative 
large background, with weak or saturated signals 
are considered unreliable. However, determining, 
for example, how small a spot should be to be 
unreliable or, more in general, what a reliable 
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measurement is, is to a great extent arbitrary and 
not many commonly accepted rules or methods 
exist.  

Within gene-expression microarray experimental 
procedures, there are many factors that are 
unrelated to the biological characteristics of the 
samples but that can influence the outcome of the 
experiment; the normalization step is aimed at 
removing these experimental artifacts which can 
produce systematic biases. 

Such experimental artifacts can be due, among 
other technical reasons, to  

• imbalances between RNA amounts, 

• RNA amplification, 

• RNA degradation, 

• retro-transcription efficiency, 

• efficiency in dye incorporation or dye fading, 

• order in which arrays were hybridized, 

• batch to which the slides belong, 

• operator that performed the hybridizations or 
the RNA extraction, 

• temperature, humidity or ozone level at the 
time of the hybridization, 

• efficiency of the washing procedure. 

Common choices for the normalization of the data 
include median centering the arrays and methods 
that adjust the gene expression depending on their 
intensity or location on the array;21,17 sometimes 
just a subset of the genes, which expression is 
supposed not to change across arrays (housekeeping 
genes), is used for the normalization. However this 
approach can be difficult to apply since there is no 
general agreement on how to identify these genes.  

Ideally, the normalization process should be 
incorporated in data analysis rather than separated 
from it and treated as a preprocessing step.22 Some 
attempts in this sense have been made in the 
context of microarrays,22-25 mostly using ANOVA 
models and considering the nuisance effects 
together with the effects of interest. This kind of 
approach has in principle many advantages, mostly 
because it does not suppose that no additional 
error is introduced by the normalization. However, 
modeling appropriately the nuisance effects can be 
difficult and computationally challenging and 
therefore this approach is seldom used in practice.  

In general, there is no best method for normalizing 
data. The choice of a specific normalization 
method should depend on the characteristics of 
the data at hand and it should be made after a 
careful inspection of the data. When data 
characteristics allow it, the simplest methods 
should be used, so as to avoid making too many 
assumptions and limiting the overfitting of the 
data. 

Experimental Design 

Proper experimental design plays an essential role 
for correctly addressing the questions of interest 
and a clear definition of the objectives of the study 
is crucial for the correct planning of a microarray 
experiment.  

While experimental design was largely neglected 
in the early stage of microarray use, its need is now 
becoming increasingly acknowledged, with a 
greater emphasis on the importance of 
replication.26-28  

Replication 

The use of replicates from independent subjects 
(biological replicates) cannot be avoided when the 
aim of the experiment is finding results that can be 
extended from the samples being analyzed to the 
populations to which they belong, i.e. drawing 
proper statistical inference. Multiple 
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measurements of the same subject (technical 
replicates) do suffice only in quality control studies, 
where just the evaluation of the reproducibility of 
the measurements and of the error associated with 
the array process is of interest.27,28  

The distinction between biological and technical 
replicates has been a source of substantial 
confusion in early microarray experiments, where 
often only technical replicates were used.27 
Misuses are still frequent in experiments with cell 
lines or inbred animals, where biological variability 
is supposed to be negligible or very small. 

Methods for the calculation of the number of 
independent biological replicates needed in a 
microarray experiment depend on the aim of the 
experiment, on the method used for data analysis 
and, in two-channel arrays, on the way samples are 
allocated to the arrays.  

The main feature of two-channel arrays is that two 
samples are hybridized on the same array. Many 
alternative designs exist,29 but the simplest way to 
allocate samples on the arrays is to use a reference 
design, in which an aliquot of a reference sample is 
labeled with the same label and hybridized on each 
array. This design has many advantages over its 
alternatives:29 it allows the direct comparisons of 
any subset of arrays in class comparison problems, 
also across experiments if the same reference was 
used. Moreover, it is robust to the presence of bad 
quality arrays and data can be straightforwardly 
used also in class discovery and class prediction 
problems. Last but not least, it is easy to perform 
in the lab.  

A disadvantage of the reference design is that half 
of the hybridizations are used for the reference 
sample, for which usually there is no biological 
interest. Other designs which allocate samples 
more efficiently or that have some optimality 
properties have been proposed, examples being the 
balanced block design,28 the loop design23 and the 
interwoven loop.30 These methods for sample 
allocation are less flexible, less suited for class 
discovery problems, they require more complex 

methods for the analysis of data and are more 
sensitive to the presence of bad quality arrays.  

For class comparison studies, methods based on 
power analysis and depending on the method in 
which samples are allocated on the arrays have 
been proposed by Dobbin and Simon,29,31 which 
used classical statistical sample size reasoning, 
taking into account the multiple testing problem, 
and reviewed31 previously proposed methods for 
sample size calculation for microarray experiments. 
These methods usually require some knowledge on 
gene variability in the population of interest and 
on the variability of the experimental error, both 
of which might be available from previous 
experiments or can be estimated by pilot studies.  

Sample size estimation methods have been 
developed also for class prediction problems and 
are more complex, having to take into account the 
variability deriving from both the predictor 
construction and the choice of the genes to be 
included in the predictor (feature selection).32-34 

Randomization and confounding  

As mentioned in the section on the preprocessing 
of data, in microarray gene-expression experiments 
many factors that are unrelated to the 
characteristics of the samples can influence the 
outcome of an experiment. Normalization is 
generally used to correct for these effects. There 
are however some situations in which, due to bad 
design of the experiment, normalization cannot be 
effectively used for its purpose. 

As an example, suppose that in an experiment all 
the samples of normal tissue are hybridized in one 
day, while all the tumor samples are processed on 
the following day, in which the level of the 
humidity unexpectedly and dramatically rises. 
When looking for the genes that are differentially 
expressed between normal and tumor tissue, it will 
be impossible to identify the genes that have a 
different expression in the two types of tissues 
from those which change was influenced by the 
humidity level. 



Informatica Medica Slovenica 2006; 11(1) 21 

Given the strong influence that experimental 
factors can have on the hybridization results, the 
usual principles of statistical study design should 
be applied also to microarray experiments, the 
most basic of which is the randomization of the 
samples to the levels of the known confounding 
factors.  

Even though some methods for correcting for 
batch effects exist,35 in most cases some care in the 
experimental design can avoid their use and make 
data analysis simpler and not dependent on 
additional assumptions. 

Planning the validation of the results 

In class comparison experiments a very common 
practice consists in validating the results obtained 
from the analysis of microarray data with a 
different technology, usually with real time – 
quantitative polymerase chain reaction (RT-
QPCR).  

Most of the times the validation is performed on 
the same samples that were used in the microarray 
experiment. In this case what is being validated is 
merely the validity of the microarray 
measurements and therefore this approach cannot 
be seen as a way to improve the confidence on the 
generalizability of the results. Moreover, the genes 
that are not identified as being differentially 
expressed from the microarray experiment are 
hardly ever validated, so this kind of validation 
can identify false positive but not false negative 
results. 

When an independent set of samples is used to 
validate the findings of a microarray experiment, 
comparisons with the original findings are 
generally made comparing P-values rather than 
the sizes of the effects. 

In class prediction problems the validations of the 
results is usually made evaluating the predictive 
accuracy of the model using cross-validation or 
bootstrap.4,6,7 

When an independent set of samples is used to 
validate a predictive model developed from gene-
expression microarray data, it is important that the 
predictive model is completely specified before 
applying it to the new data set.36 This avoids 
running the risk of overfitting the model on the 
new data and obtaining biased estimates of the 
predictive accuracy. This problem is particularly 
interesting when RT-PCR or custom arrays are 
used to measure the genes that were included in 
the predictive model developed from original 
microarray data. In this case, since the 
measurements are made using different methods of 
measurements it seems legitimate to re-estimate 
the model on the independent data set. However, 
this cannot be claimed to be a completely 
independent validation and the model developed 
on the independent data set can still be prone to 
overfitting. 

Pooling of samples 

Whether to pool samples and hybridize them 
instead of individual samples on the arrays is 
another option in the design of gene-expression 
microarray experiments. 

Pooling the RNA of independent samples is a 
necessary choice in microarray experiments where 
the amount of available RNA from each sample is 
not sufficient for obtaining a good quality array37 
and RNA amplification is not considered.  

Even when the RNA quantity is not a concern, 
investigators often consider pooling of samples as a 
choice when designing their class comparison 
studies.38,39 Pooling is seen as an effective way to 
cut the costs of the expensive microarray 
experiments, while reducing the biological 
variability, at the cost of loosing the individual 
information. 

Many investigators have been misusing pooling, 
typically obtaining one pool per condition and 
then hybridizing one or multiple aliquots of the 
pools on the arrays. As noted above, independent 
biological replicates are needed in order to make 
inference on the populations to which samples 
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belong. Therefore, multiple independent pools for 
each class, each composed by different units, must 
be used in order to be able to extend the 
experimental findings from the sample to the 
classes to which the pools belong.27 

Recently some papers addressed the issue of 
sample size requirements for microarray class 
comparison experiments with pooled samples and 
compared pooled and individual samples designs. 
It was shown that increasing the number of 
independent subjects included in the study, 
comparable precision or power to a non-pooled 
design can be obtained by a pooled design with 
fewer arrays.40,41  

However, there is some experimental evidence 
that the major assumption underlying pooling, 
namely that the gene expression of the pool equals 
the average expression of the individual samples in 
that pool, may not hold. Shih et al.41 showed that 
gene-expression of the pool can significantly differ 
from the average expression of the individual 
samples, especially for high signals and more 
markedly for Affymetrix data. Moreover, 
experimental data showed that the expected 
reduction of overall within-class variability in 
pooled samples can be observed for only a part of 
the genes42-44(from 70 per cent to 40 per cent). 

Kendziorski et al.42 after a comprehensive 
experimental comparison of pooled and non-
pooled experimental results, recommend that 
“pooling be done when fewer than 3 arrays are 
used in each condition”. However, more than 2 
independent replicates per condition should be 
used in each microarray experiment in order to 
apply statistical methods for the analysis of data, 
therefore the utility of pooling seems limited. 

Especially when the biological variability of the 
samples is expected to be small compared to 
technical variability, pooling is not likely to be 
beneficial and a large number of individual 
samples is required in order to be able to reduce 
the number of arrays without loosing power.  

Conclusions 

The focus of this paper was mainly on 
experimental design, which constitutes a 
fundamental but often neglected step in each 
microarray experiment. This aspect, together with 
thoughtful validation of the results is crucial for 
transferring the discoveries of this powerful tool 
into clinical applications.  
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